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Multi-focus image fusion based on spatial frequency and
morphological operators
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A new multi-focus image fusion method using spatial frequency (SF) and morphological operators is
proposed. Firstly, the focus regions are detected using SF criteria. Then the morphological operators are
used to smooth the regions. Finally the fused image is constructed by cutting and pasting the focused
regions of the source images. Experimental results show that the proposed algorithm performs well for
multi-focus image fusion.

OCIS codes: 100.2000, 350.2660.

The camera, like human eyes, has a limited depth of
field. In other words, it focuses on one level and the
objects in front or behind are often blurred. An image
which is in focus everywhere contains more information
than one which is focused on one object and is useful
in many fields such as biomedical imaging, microscopic
imaging, remote sensing, computer vision, and robotics.
A possible way to attain images which are in focus ev-
erywhere is by image fusion where one acquires a series
of pictures with different focus settings and fuses them
to produce an image with an extended depth of field[1].
For most pixel-level image fusion algorithms, the pixels
are treated independently and these algorithms split the
relationship among pixels[2−4]. Some region-based image
fusion algorithms perform well, but suffer from complex
implementation[5]. We propose an effective algorithm
suitable for combining multi-focus images of a scene. The
spatial frequency (SF) of a pixel’s neighbor block is used
to judge its sharpness[6,7] and morphological opening and
closing are used to correct during post-processing. Fi-
nally, the fused image is obtained by combining the fo-
cused regions.

We assume two registered images, I1 and I2, with
different focuses to be fused. The algorithm consists of
following steps:

Step 1. Calculating the SF of each pixel within a 5× 5
window in I1 and I2, denoted by SF1 and SF2, respec-
tively. SF is calculated from

SF =
√

RF2 + CF2, (1)

where RF and CF are the row frequency and column fre-
quency,

RF(m, n) = 1/5

×
√√√√ 2∑

i=−2

2∑
j=−2

(F (m + i, n + j) − F (m + i, n + j − 1))2,

CF(m, n) = 1/5

×
√√√√ 2∑

i=−2

2∑
j=−2

(F (m + i, n + j) − F (m + i, n + j − 1))2,

and F is the gray image of size M × N and F (m, n) de-
notes the gray value at each pixel position (m, n). The
values of SF are affected by image sharpness[7].

Step 2. Comparing the values SF1 and SF2 to deter-
mine which pixel is in focus. The logical matrix Z (es-
sentially a binary image) is constructed as

Z(m, n) =
{

1 SF1(m, n) > SF2(m, n)
0 otherwise , (2)

‘1’ in Z indicates that the pixel at position (m, n) in im-
age I1 is in focus otherwise the pixel in I2 is in focus.

Step 3. However, determinating by SF alone is in-
sufficient to discern all the focused pixels. There are
thin protrusions, narrow breaks, thin gulfs, small holes
etc. in Z. To correct these defects morphological open-
ing and closing, constructed by combining dilation and
erosion, are employed[8]. Opening, denoted as Z ◦ B, is
simply erosion of Z by structure element B, followed by
dilation of the result by B. It removes thin connections
and thin protrusions. Closing, denoted as Z • B, is di-
lation followed by erosion. It joins narrow breaks and
fills long thin gulfs. Holes larger than B cannot be re-
moved simply using opening and closing operators. In
practice, small holes are always judged incorrectly there-
fore a threshold is set to remove the holes smaller than
the threshold. Opening and closing are again performed
to smooth object contours.

Step 4. The fusion image is then constructed as

F (m, n) =
{

I1(m, n) Z(m, n) = 1
I2(m, n) otherwise . (3)

The proposed method is compared with the wavelet-
based method[3], which is implemented in the following
way. Firstly, the scaled images and detail images are
obtained by using the wavelet transform. The wavelet
basis ‘db1’, together with a decomposition of 3, is used.
Scaled images and detail images are then combined by
choosing the pixel with the maximum absolute value.
Consistency verification is implemented in this step.
Specifically, if the center pixel value comes from image
I1 while the majority of the surrounding pixel values
come from image I2, the center pixel value is switched
to that of image I2. Finally, the inverse wavelet trans-
form is implemented to recover the fused image[3]. In
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our algorithm, the structure element B is a logical ‘1’
5 × 5 matrix and the threshold is set to 1000. The
experiment is done in the environment of AMD Sem-
pron CPU 2.17 GHz with a 512 MB RAM PC operat-
ing under Windows XP and Matlab 6.5. Four pairs of
multi-focus images are used to test our algorithm against

Fig. 1. Fusion example 1. (a) Focus on the right book (size
480 × 640); (b) focus on the left book (size 480 × 640); (c) Z
matrix in step 2; (d) Z matrix in step 3; (e) fusion result using
our algorithm; (f) fusion result using wavelet-based method.

Fig. 2. Fusion example 2. (a) Focus on the right clock (size
480 × 640); (b) focus on the left bookshelf (size 480 × 640);
(c) Z matrix in step 2; (d) Z matrix in step 3; (e) fusion re-
sult using our algorithm; (f) fusion result using wavelet-based
method.

Table 1. Performance of Different Fusion Methods.
EN: Entropy; STD: Standard Difference; SIM:

Similarity; DWT: Wavelet-Based Method; SF-MOR:
Proposed Method

Test Image Pair 1 Pair 2 Pair 3 Pair 4

EN
DWT 7.3436 7.1876 7.4536 7.4450

SF-MOR 7.3494 7.2769 7.4583 7.6248

STD
DWT 59.9199 44.1591 47.3949 69.6140

SF-MOR 61.4038 46.8276 48.3748 71.2814

SIM
DWT 0.8810 0.8661 0.8801 0.8347

SF-MOR 0.9196 0.9128 0.9542 0.8986

the wavelet-based method. The first two pairs of source
images and the fused results are shown in Figs. 1 and
2. Their sizes are both 480 × 640. Carefully compar-
ing the results, we can see that the wavelet method loses
sharpness and exhibits prominent blocking artifacts (the
left books in Figs. 1(e) and (f), and the left bookshelves
in Figs. 2(e) and (f)). To evaluate the performance of
the proposed method objectively, three criteria, entropy
(EN), standard deviation (STD), and similarity (SIM)[9]
are used. For those criteria, larger values indicate better
fusion results. From Table 1, we can observe that the pro-
posed algorithm outperforms the wavelet-based method.

The proposed image fusion algorithm resembles the
manual cut-and-paste method, which is often used to ob-
tain a standard fused image. From the experimental re-
sults, we conclude that the proposed algorithm performs
better on multi-focus image fusion than the conventional
wavelet-based method. However, the generality of the
parameters should be investigated further because of the
diversity of the image content.
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